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Abstract: Avidin-biotin is one of the strongest protein-ligand binding systems, with broad applications in
biomedical science. Here we report a quantum-based computational study to help elucidate the mechanism
of binding avidin to biotin (BTN1) and its close analogue, 2′-iminobiotin (BTN2). Our study reveals that
electronic polarization of protein plays a critical role in stabilizing the � sheet (Thr113-Arg122) at the binding
site and makes a substantial contribution to the free energy of avidin-biotin binding. The current finding is
in contradiction to the previous notion that electrostatic interaction has no effect on or makes an unfavorable
contribution to the free energy of avidin-biotin binding. Our calculations also show that the difference in
binding free energy of avidin to BTN1 and BTN2 is almost entirely due to the contribution of electrostatic
interaction resulting from polarization-induced stabilization of a hydrogen bond between avidin and BTN1.
The current result provides strong evidence that protein polarization accounts for the electrostatic contribution
to binding free energy that was missing in previous studies of avidin-biotin binding.

Introduction

Electrostatic interactions play a critical role in determining the
structure and function of biomolecules.1-4 Thus, the ability to
accurately describe the electrostatic interaction is essential for a
reliable quantitative description of protein dynamics and for
structure-function correlation studies of proteins. Over the past
decades, significant progress has been made in the development
of molecular mechanics (MM) force fields for biomolecular
simulation.5-10 However, there is a major deficiency in the standard
force fields (nonpolarizable force fields), i.e., the lack of protein
polarization. This casts uncertainties on the accuracy and reliability

of computational study of biomolecules, especially in long mo-
lecular dynamics (MD) simulation studies. For example, recently
Weis et al. noted that a polarizable force field is needed for MM/
Poisson-Boltzmannsurfacearea(PBSA)calculationofprotein-ligand
binding.11 Although progress has been made in the development
of polarizable force fields based on classical electrostatic models,12,13

their general applications are still lacking due to uncertainty over
the accuracy and computational cost.14

Recent progress in fragment-based quantum mechanical (QM)
calculation of protein15-26 has opened a new avenue for
generating quantum-based electrostatic interactions for biomo-
lecular study. For that purpose, polarized protein-specific charge
(PPC) has recently been developed to accurately represent
electrostatic interaction in proteins at a given structure (usually
at or near the native structure),27 based on a QM fragment
method28-31 coupled with a continuum solvent model.27,31
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Previous studies showed that PPC provides a more accurate and
reliable description of protein structure and dynamics in pKa

calculation,27 protein-ligand binding,32 stability of hydrogen
bonds,33,34 and order parameters.35 It has been noted in these
studies that the local structure of protein, especially intra-protein
hydrogen bonding, is generally more stable under polarized
protein-specific force field than standard (nonpolarizable) force
fields.32,33

Avidin-biotin is one of the most remarkable protein-ligand
binding systems in nature, with a large binding affinity of 20
kcal/mol.36 Thus, elucidating the binding mechanism of this
classical system has motivated a variety of biophysical experi-
ments, and this system has been the focus of binding free energy
studies.11,37,38 In particular, free energy calculation by Kuhn et
al. led to the conclusion that association between avidin and
biotin is mainly driven by van der Waals interactions, while
electrostatic interaction does not contribute to the free energy
of binding.37,38 This conclusion is somewhat surprising in view
of the fact that the ligand biotin is charged and the binding
affinity is very large. Since this conclusion is based on MD
simulations under standard AMBER force field, it is important
to investigate the possible deficiency of the force field and its
effect on the calculation of the binding affinity of biotin-avidin.
Recently, DeChancie et al. applied a high-level QM calculation
to the biotin-avidin system, and they suggested that hydrogen
bond cooperativity is essential for this femtomolar binding
system.39 However, their QM calculation is based on a static
structure; dynamic effects were not taken into account. In the
current study, we employ quantum-based PPC to investigate
the effect of protein polarization on avidin binding to biotin
and its analogue using MD simulations. Two issues will be
addressed here: (1) How is the structure of the avidin-biotin
complex affected by protein polarization? (2) What is the
contribution of polarization-induced electrostatic interactions to
the binding free energy in avidin-biotin? In this work, the MM/
PBSA method40 is used to obtain the free energies of avidin
binding to biotin (BTN1) and 2′-iminobiotin (BTN2) (structures
shown in Figure 1) under respectively AMBER charges and
PPC, in order to explicitly investigate the effect of protein
polarization.

Theoretical Approach

Polarized Protein-Specific Charge. The PPC is obtained by
restricted fitting to electrostatic potential (RESP)41-43 in continuum
solvent, using the self-consistent molecular fragmentation with
conjugate caps Poisson-Boltzmann (MFCC-PB) method. A de-
tailed description of this method can be found in ref 27. Here, we
only give a brief summary for clarity. In our approach, the protein
is decomposed into residue-based fragments to which proper caps
are added to saturate the covalent bonds and mimic the chemical
environment. The electron density of each fragment is obtained
through quantum mechanical calculation at the B3LYP/6-31G*
level. In the QM calculation of each fragment, other residues are
taken as background charges to include the intra-protein polarization
effect. The partial charges on each atom of protein generated from
the MFCC/RESP are passed to the PB solver Delphi program44 to
generate discrete induced charges on the cavity surface. The
dielectric solute/solvent boundary is defined by AMBER as the van
der Waals (vdW) radii45 of solute atoms with a probe radius of 1.4
Å. The internal dielectric constant is set to unity and that of the
solvent to 80. The grid density is set to 4.0 grids/Å in the PB
calculation. Surface charges mimicking the solvation effect are then
taken as additional background charges into the next cycle of QM
calculations to fit new atomic charges. The solute and solvent
polarize each other until convergence is reached, when the dipole
of the protein and the surface charges are both the same within a
pre-assigned numerical accuracy. This procedure basically follows
the self-consistent reaction field (SCRF) theory, except that the
generation of ESP on the solute-solvent surface is based on the
MFCC scheme. Also, multibody effect are included in the final
PPC. All QM calculations are performed with Gaussian03 soft-
ware.46

Initial Structures. The initial structure of avidin-BTN1 is taken
from the Protein Data Bank (PDB ID: 1AVD). Hydrogen atoms
are added using the Leap module in Amber 9. Since the crystal
structure of the BTN2/avidin complex is not available, we adopt
the same method as Kuhn et al.37,38 used to generate its structure.
The guanidinium group in BTN2 is set to the neutral form.11,47,48

Thus, both BTN1 and BTN2 have negative charge of -1e. The
protein-ligand complex is soaked in a periodic box of TIP3P water,
and the minimum distance from the atom to the surface of the box
is set to 10 Å. Counterions are added to neutralize the whole system.
The structures of the ligands (BTN1 and BTN2) are optimized at
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Figure 1. Structures of the two biotin analogues studied: (a) biotin (BTN1)
and (b) 2′-iminobiotin (BTN2).
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the HF/6-31G** level, and their atomic charges are fitted through
RESP at the B3LYP/cc-PVTZ level. AMBER0349,50 and the
generalized Amber force field (GAFF)51 are employed for protein
and ligand, respectively. The particle mesh Ewald (PME) method52

is used to treat long-range electrostatic interactions, while a typical
12 Å cutoff is used for the vdW interactions. Hydrogen atoms in
BTN1/avidin and all atoms in BTN2/avidin are optimized, as well
as water molecules. Because the structure of BTN2/avidin is built
from BTN1/avidin, optimization of heavy atoms is necessary.
Superposition of these two optimized structures indicates that there
are no large deviations between these two structures, except for
the residues between VAL103 and THR113, which are far from
the ligand binding pocket and insert into the bulk water. Polarized
protein-specific charges of avidin/BTN1 and avidin/BTN2 com-
plexes are calculated on the basis of these two optimized structures.

Molecular Dynamics. The initial structures for the MD simula-
tion are obtained as described above. The systems are relaxed in a
two-step equilibration procedure. In the first step, only the solvent
molecules are optimized using the steepest descent minimization,
followed by conjugate gradient minimization. In the second step,
the complex system is optimized until convergence is reached. After
this two-step equilibration, the systems are heated from 0 to 300 K
in 100 ps, followed by 1 ns NPT simulation with a time step of 2
fs. Nonbond interactions are treated as described in the above.
Langevin53 dynamics is applied to control the temperature, with a
collision frequency of 1.0 ps-1. The SHAKE algorithm is employed
to restrain all bonds involving hydrogen atoms. The AMBER03
force field is employed for protein and GAFF is used for ligands.
In simulations using PPC, the atomic charges are replaced by PPC
while keeping other parameters and simulation conditions intact.

MM/PBSA. In the MM/PBSA calculation, the average total free
energy of the system, G, is evaluated as

where G is decomposed into contributions from electrostatic (Ees),
van der Waals (EvdW), polar solvation (GPB), nonpolar solvation
(Gnp), and entropy (TSsolute) term. The binding free energy of a
noncovalent association, ∆Gbind, can be computed as

or

The difference in binding free energy, ∆∆G, between BTN1 and
BTN2 is given by

In this work, MD simulation is performed for avidin-biotin
complexes using respectively PPC and AMBER03 charge. One
hundred snapshots from the last 200 ps of the simulation at 2 ps
intervals are extracted for MM/PBSA calculation. The PB calcula-
tion is performed with the Delphi program using PARSE atomic
radii.54 The interior and exterior dielectric constants are set to 1

and 80, respectively. A grid spacing of 0.5 Å is used. Gnp is
calculated from Gnp ) γSA + b [where γ ) 0.00542 kcal/(mol ·Å2)
and b ) 0.92 kcal/mol] using molsurf55 to calculate the surface
area. Entropy loss during protein-ligand binding is calculated using
the nmode56 module in AMBER9.

Results and Discussion

The bicyclo rings of BTN1 and BTN2 are both deeply buried
inside the protein, thereby forming several hydrogen bonds and
favorable vdW interactions with avidin. Avidin has a nearly
ideal cavity for biotin binding, surrounding it with four
tryptophan residues. As shown in Figure 1, the structures of
BTN1 and BTN2 are very similar to each other, differing only
in the headgroup, with BTN2 being a less favorable hydrogen
bond acceptor than BTN1. BTN1 and BTN2 form respectively
seven and six hydrogen bonds with avidin (Figure 2). They have
very similar binding modes. The disappearance of a hydrogen
bond on going from BTN1 to BTN2 may be responsible for
the large difference in binding free energy of about 6 kcal/mol.48

Thus, rigorous study of the interaction in these complexes is
required to find the origin of this loss of binding affinity. Since
the electrostatic environment of the binding site changes as the
ligand is varied, it is important to capture such electrostatic
changes in the free energy calculation.

Polarized protein-specific charges provide more reliable
electrostatic interactions in the complexes. Comparison of PPC
with AMBER03 charges in Figure 3a,b shows obvious differ-
ences. Due to polarization from ligand binding, a protein
possesses slightly different charges when binding to different
ligands. This polarization effect can be more pronounced for
charged ligands such as biotin. In Figure 3c, the difference in
PPC of avidin on binding with BTN1 and BTN2 is shown for
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G ) GPBSA - TSsolute

) Ees + GPB + EvdW + Gnp - TSsolute

∆Gbind ) Gcomplex - Greceptor - Gligand

∆Gbind ) ∆GPBSA - T∆Ssolute

) ∆Ees + ∆GPB + ∆EvdW + ∆Gnp - T∆Ssolute

∆∆G ) ∆GBTN2 - ∆GBTN1

Figure 2. Hydrogen-bonding network at the binding site of avidin-BTN1
(A) and avidin-BTN2 (B). BTN1 and BTN2 are shown in stick representa-
tion, avidin in cartoon,and the residues forming H-bonds with BTN1 and
BTN2 in ball-and-stick.
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direct comparison. It can be seen that the difference in PPC of
avidin for two complexes is generally very small, but there is
a noticeable difference for residues around the binding pocket
and those extending into water, with large deviations in the two
complexes. These observations convince us that using PPC in
the MD simulation can better differentiate the electrostatic
environment and thus improve both the energetics and dynamics
for protein-ligand binding, such as that in an avidin-biotin
complex.

Our detailed analysis of interaction energy indicates that
residues showing large differences in interactions are all around
the binding pocket, and PPC generally gives more attractive
electrostatic interaction between protein and ligands than
AMBER03 charge does. In particular, the interaction of ALA39
with BTN1 or BTN2 is the strongest among all residues, and it
shows the largest difference under PPC and AMBER03 charge.
It is shown that the carboxylate anion of BTN1 and BTN2 plays
an important role in binding with ALA39. As the carboxylate
anion is negatively charged, the electrostatic interactions of
ALA39 with BTN1 and BTN2 are quite strong, and the
hydrogen bonds formed between them are very stable.

The specific structural change in local binding region during
MD simulation is important to protein-ligand binding energy,
in particular for crucial hydrogen bonds. Figure 4 shows the
time evolution of several hydrogen bond lengths during MD
simulation. It is noticed that hydrogen bonds under PPC are
generally more stable (with less fluctuation) than those under
AMBER03 charge during MD simulation. This is due to the
polarization effect embedded in PPC, which has been analyzed
in the study of other proteins recently.33 Among these hydrogen
bonds, we notice in particular that the one formed between the
carbonyl group in BTN1 and the hydroxyl group in TYR33 is
loose in the MD simulation under AMBER charge, while it
remains very stable under PPC over long simulation times. Since
this hydrogen bond does not exist in avidin-BTN2 binding, it
is shown to be mainly responsible for the increased binding
affinity of avidin-biotin over that of avidin-BTN2 (about 6
kcal/mol). Specific energy decomposition proves this argument,
as the data in tabulated in the Supporting Information shows
that it contributes over 10 kal/mol in electrostatic interaction in
the MD simulation under PPC, but no contribution under
AMBER charges. The important effect of electrostatic polariza-

tion on the stability of hydrogen bonds has also been observed
in previous studies.33,34

Additionally, as is shown in Figure 5, the local structure of
avidin/BTN1 at residues ASN118-ILE119 changes from a �
strand (Thr113-Arg122) to a coil during MD simulation under
AMBER03 force field. However, this unreal denaturation of the
� strand does not occur in simulation using PPC. This is again
evidence that the lack of electronic polarization artificially
weakens the hydrogen bonds in the standard force field and
causes partial denaturation of the local secondary structure in
protein.32,33 Thus, using PPC in MD simulation should better
preserve the local structures and give more reliable structural
ensembles for dynamical analysis than using AMBER charges
near the native structures. Additionally, this partial denatuation
does not occur in the avidin-BTN2 system under either
AMBER or PPC simulation.

The trajectories extracted from MD simulation are used for
MM/PBSA calculation of binding free energy. Since MM/PBSA
calculation gives direct information on absolute binding energies,
we use both PPC and AMBER charges in MM/PBSA calcula-
tion and compare the result between them. Table 1 summarizes
the calculated free energies and their various components for
binding of BTN1 and BTN2 to avidin under both PPC and
AMBER charges, respectively. Analysis of the results provides
some important information on the mechanism of avidin binding
to biotin and its analogue. First, it shows that the calculated
difference in free energies of binding avidin to BTN1 and BTN2
is 8.4 kcal/mol under PPC, which is reasonably close to the
experimentally measured value of 6.1 kcal/mol. For comparison,
the calculated free energy difference under AMBER03 charge
is only 0.32 kcal/mol, which essentially fails to differentiate
the large free energy difference in binding of avidin to these
two similar ligands. In particular, both the vdW and electrostatic
contributions to avidin binding to BTN1 and BTN2 are
essentially the same under the AMBER03 force field. For
comparison, we also list the free energy computed by Kuhn,37,38

which gives a difference in binding free energy of 2.7 kcal/mol
under AMBER94 force field. To put things in perspective, we

Figure 3. (a) Charge difference between PPC and AMBER03 for avidin
in complex with BTN1. (b) The same as (a) except for complex with BTN2.
(c) Difference in PPC for avidin in complex with BTN1 and BTN2. Residues
around the binding pocket are labeled explicitly. Figure 4. Time evolution of hydrogen bond lengths between avidin and

the ligands during MD simulation. (A) Four hydrogen bonds between BTN1
and avidin, including BTN1-THR35, BTN1-ALA39, BTN1-THR40, and
BTN1-TYR33. (B) Three hydrogen bonds formed by BTN2 and avidin,
including BTN2-ASN118, BTN2-ALA39, and BTN2-THR40. The
results from PPC and AMBER03 are shown in black and red, respectively.
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should keep in mind that the newer AMBER03 has been shown
to provide more reliable structure ensembles.57 Furthermore,
in Kuhn’s calculations, only one subunit of avidin is allowed
to move in the MD simulation, while the other three are fixed.
In the present simulation, all four subunits are free to move.
These two factors may be responsible for the observed difference
in calculated binding free energy under two AMBER force
fields.

One should keep in mind, however, that since entropy
calculations from the normal-mode approach in MM/PBSA are
sometimes less reliable, there are uncertainties in the calculated
free energies. However, our simulation shows a negligible
difference in entropy loss upon avidin binding to BTN1 and

BTN2, ranging from 1.2 kcal/mol in the PPC simulation to 1.8
kcal/mol in the AMBER03 simulation. This can be understood
by the fact that BTN1 and BTN2 are very similar in structure
and thus there is no entropy difference in binding of avidin to
either of them. To further strengthen our argument, we applied
a more rigorous thermodynamic integration (TI) method to
calculate the relative binding free energy between BTN1 and
BTN2 to avidin under AMBER03 force field. In the TI
calculation, only atoms in the ureido group are mutated from
those in BTN1 to those in BTN2, which follows the same
procedure as in ref 38. Gaussian quadrature with nine nodes
(λ) and soft-core potential58 are employed to smoothly switch
the ligand. At each λ, the whole system is first minimized for
500 steps and then heated to 300 K in 250 ps, followed by 100
ps equilibration. For switching BTN1 to BTN2 in protein, a 1
ns production run is performed for final analysis. For the system
in water, a 200 ps production run is sufficient to give a
converged result. Our result shows that the difference in binding
free energy between BTN1 and BTN2 is only 0.9 kcal/mol,
which is quite consistent with our MM/PBSA calculation. More
detailed results of the TI calculation will be reported in a
subsequent paper.

By eliminating the entropy factor, we can now focus on the
electrostatic contribution to binding free energy in the
avidin-biotin complex. We thus examine in Table 1 the relevant
electrostatic contribution to binding free energies. We see that
under both AMBER03 and AMBER94, electrostatic interaction
∆Ees (although substantial) and electrostatic solvation energy
∆GPB nearly cancel each other in avidin binding to both BTN1
and BTN2. The overall electrostatic contribution to free energy
is actually somewhat unfavorable (positive) by about 4 kcal/
mol, as shown in the fifth column in Table 1. This had led to
the conclusion by authors in refs 37 and 38 that association
between avidin and biotin is mainly driven by van der Waals
interactions. In contrast, however, calculation under PPC shows
that the electrostatic interaction makes a substantial contribution
to the free energy of avidin-biotin binding. In particular, the
combined electrostatic contribution to the free energy is almost
-10 kcal/mol in the avidin-biotin system, but much less (-1.7
kcal/mol) in the avidin-BTN2 system. This result gives strong
evidence that electrostatic interaction actually makes a substan-
tial contribution to the free energy of avidin-biotin binding,
which is in direct contrast to the previous understanding given
by authors in refs 37 and 38. Interestingly, the electrostatic
interaction does not make important contribution to free energy
of avidin binding to the analogous BTN2. Thus electrostatic
interaction almost entirely accounts for the observed difference
in free energy between avidin binding to BTN1 and that to

Figure 5. A piece of � strand containing Asn118 and Ile119 in BTN1:
(A) native structure, (B) final denatured structure (� sheet changes into
coil structure) in MD simulation under AMBER03 charge, and (C) final
structure of the binding complex from MD simulation under PPC.

Table 1. Components of the Binding Free Energy between Avidin and the Two Ligands BTN1 and BTN2 Using PPC and Amber03 Chargea

ligand ∆Ees ∆GPB ∆(Ees + GPB) ∆EvdW ∆Gnp ∆GPBSA ∆∆GPBSA
e -T ∆S ∆(- T∆S)f ∆G ∆∆G

PPC BTN1 -227.0 217.1 -9.9 -27.6 -3.2 -40.7 7.1 17.3 1.2 -23.4 8.4
BTN2 -216.3 214.6 -1.7 -28.6 -3.3 -33.6 18.5 -15.1

A03b BTN1 -183.8 188.1 4.4 -31.4 -3.3 -30.3 -1.4 18.9 1.8 -11.4 0.3
BTN2 -183.7 184.8 1.2 -29.6 -3.3 -31.7 20.7 -11.1

A94c BTN1 -154.4 158.5 4.1 -36.4 -3.5 -35.8 1.0 18.1 1.7 -17.7 2.7
BTN2 -163.4 168.5 5.1 -36.4 -3.5 -34.8 19.8 -15.0

expd BTN1 -20.4 6.1
BTN2 -14.3

a All energies are in kcal/mol. ∆∆Gbind is the difference of ∆G between BTN1 and BTN2. b AMBER03 force field. c AMBER94 force field by Kuhn
et al.37 d See ref 36. e ∆∆Gpbsa ) ∆GPBSA

BTN2 - ∆GPBSA
BTN1. f ∆(-T∆S) ) -T∆SBNT2 - (-T∆SBTN1).
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BNT2. Comparing the result from PPC calculation and that from
AMBER charge, it is clear that the difference in calculated
electrostatic contributions is due to the polarization effect, which
is missing in the AMBER force field. As is discussed above,
the hydrogen bond between BTN1 and TYR33 is the major
contributingfactor to theenhancedbindingaffinity inavidin-biotin
under PPC simulation. Since this hydrogen bond is much less
stable under AMBER charge, simulation under AMBER03
failed to distinguish the binding affinity of avidin to BTN1 and
BTN2.

Conclusions

The present work provided fresh evidence that protein
polarization is critical to accurately describing protein-ligand
binding structure and giving correct relative free energies in
binding of avidin to biotin and its analogue BTN2. In particular,
we find that the polarization-induced electrostatic interaction
makes a substantial contribution to the free energy of
avidin-biotin binding, in contrast to the common belief that
electrostatics does not contribute to the binding free energy of
this benchmark system. The stabilization of the hydrogen bond
between BTN1 and TYR33, which does not exist in the
avidin-BTN2 complex, and the electrostatic interaction between
biotin and nearby residues are responsible for the enhanced
binding affinity in avidin-biotin over that in avidin-BTN2.
The earlier conclusion about the lack of electrostatic interaction
in avidin-biotin binding37,38 is the result of using a nonpolar-
izable force field, which fails to take into account the polariza-
tion effect in the protein-ligand complex. In the analogous

avidin-BTN2 system, however, electrostatics does not make
an observable contribution to the free energy of binding. This
helps to explain the observed large difference in binding free
energy (6.1 kcal/mol) between the two systems. It is the
polarization energy that makes a significant difference in their
binding free energies. We also discovered that, without polariza-
tion effect included in the simulation, some specific local
structure in the avidin-biotin complex is partially denatured
due to the weakening of intra-protein hydrogen bonds.

A note is in order here for possible further improvement of
PPC. Since proteins are dynamic and exist as ensembles of
structures, it may be desirable to fit PPC on-the-fly or to use
multiple configurations. One may also imagine employing
explicit water model instead of the implicit PB method, thus
including the solvent fluctuation effect in multiconfiguration
fitting of PPC.59,60 These ideas need to be explored in future
studies.
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